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Abstract: The official method of collecting county-level GDP values in the Chinese Mainland relies
mainly on administrative reporting data and suffers from high costs of time, money, and human labor.
To date, a series of studies have been conducted to generate fine-grained maps of socioeconomic
indicators from the easily accessed remote sensing data and achieved satisfactory results. This paper
proposes a transfer learning framework that regards nightlight intensities as a proxy of economic
activity degrees to estimate county-level GDP around the Chinese Mainland. In the framework,
paired daytime satellite images and nightlight intensity levels were applied to train a VGG-16
architecture, and the output features at a specific layer, after dimensional reduction and statistics
calculation, were fed into a simple regressor to estimate county-level GDP. We trained the model
with data of 2017 and utilized it to predict county-level GDP of 2018, achieving an R-squared of
0.71. Furthermore, the results of gradient visualization confirmed the validity of the proposed
framework qualitatively. To the best of our knowledge, this is the first time that county-level GDP
values around the Chinese Mainland have been estimated from both daytime and nighttime remote
sensing data relying on attention-augmented CNN. We believe that our work will shed light on both
the evolution of fine-grained socioeconomic surveys and the application of remote sensing data in
economic research.

Keywords: attention-augmented CNN; nightlight; fine-grained GDP estimation; daytime satellite
imagery; arbitrary area representation

1. Introduction

Fine-grained, large-scale measures of economic development levels are vital to re-
source allocation and policy-making. Gross domestic product (GDP in short) is an ele-
mentary but crucial indicator in assessing regional productivity and consumption degrees.
Disaggregated GDP maps can reflect both the overall development levels and the regional
imbalance within a country. It is worth to emphasize that the geographic administrative
hierarchy in China is province, city and county in descending order, county is a relatively
small administrative unitwhich is quite different with the system of many other countries.
In the Chinese Mainland, the official county-level GDP, i.e., GDP of the second sub-national
administrative unit in China [1,2], are collected by local government statistical services.
The final GDP values are calculated mainly from administrative reporting data and supple-
mented (or amended) by periodical surveys and censuses. However, official county-level
GDP values are often heterogeneous and costly [3] because statistical institutions at the
county level commonly suffer from the lack of specialized persons and the inaccessibility
to essential materials [4,5].
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In recent years, remote sensing data have been increasingly applied to predict socioe-
conomic indicators [6]. A series of studies have been conducted to develop convenient
and scalable methods to estimating various indices relying on nighttime lights, satellite
imagery, and emerging machine learning models. Previous studies have demonstrated
the correlation between lit areas and GDP values [7,8]. Researchers successfully applied
nightlight data and regression methods to generate disaggregated maps of socioeconomic
indicators in different regions around the world, including both developed countries such
as European Union countries, the United States [8], and Japan [9], and developing countries
such as India [10,11] and China [12]. However, nightlight data are easily affected by coarse
resolution, noise, and oversaturation [13,14]. They also overlook the relationship between
economic developments and geographic patterns. The rapid development of convolu-
tional neural networks and the availability of high-resolution daytime satellite imagery
enable the detection of detailed land appearances thought to be strongly correlated with
socioeconomic statuses, such as buildings, cars, roads, and farmlands [15,16]. Despite the
informativity of daytime satellite imagery, it is often infeasible to estimate socioeconomic
indicators directly from daytime images since there are hardly enough ground-truth data to
supervise the training of data-intensive CNN-based models. Learned from previous studies,
some researchers creatively combined daytime and nighttime remote sensing data [17,18].
They regarded nightlight intensities as a data-rich proxy of economic development degrees
and applied CNN-based classifiers to predict nightlight from the corresponding daytime
images. Later, the high-dimensional output features at a specific layer of CNNs are fed into
simple regressors to estimate indicators in interest. In this way, fine-grained GDP maps
can be generated conveniently from easily accessed data.

This paper is interested in predicting annual county-level gross domestic product
(GDP) around the Chinese Mainland from readily accessed remote sensing data, including
daytime satellite imagery and nighttime lights. Our framework is mainly based on the work
of Jean et al. [18], in which paired daytime images and nightlight intensities are utilized
for training a CNN classifier, and the output features at a specific layer, after dimensional
reduction and statistics calculation, are fed into a simple regressor for the final estimation.
We boost the model performance via incorporating attention mechanism into the CNN
architecture. To the best of our knowledge, this is the first time that the CNN-based
estimation of county-level socioeconomic indicators from remote sensing data have been
applied on such a large scale in China, i.e., all over the country. Since the number of
image grids belonging to a county-level administrative region varies, each economic index,
i.e., annual county-level GDP, corresponds with an indeterminate number of output feature
vectors. To uniform the dimensions of downstream model inputs, feature vectors belonging
to the same county are regarded as a sample, and the representative statistics are computed
as the final independent variables for the regression models.

Our work has the following contributions.

• Creativity: To the best of our knowledge, it is the first time that county-level GDP
around the Chinese Mainland have been estimated from both daytime satellite im-
agery and nightlight data using CNNs. Thanks to the scalability of remote sensing
data, the proposed model can generate fine-grained estimation maps covering the
whole country in a convenient and economical manner;

• Convenience: All the daytime satellite images and nightlight intensities fed into the
model come from easily accessed, open-source online interfaces. Meanwhile, since the
data-rich nighttime lights are applied to supervise the training process, there is also
no need to manually annotate the daytime images to ensure the CNN architecture
to converge;

• Refinement: We modify the CNN classifier by incorporating attention mechanism and
achieve better performance;

• Robustness: In our framework, all the grid images belonging to the same county are
utilized to generate corresponding features. Thus, predicted values are less likely to
vary with noise or missing data.
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2. Related Work
2.1. Estimating GDP with Nightlight Only

Large amounts of previous studies have investigated the association between eco-
nomic activities and nighttime lights at different scales and in different areas. The Defense
Meteorological Satellite Program (DMSP) and the Visible Infrared Imaging Radiometer
Suite (VIIRS) are two main sources of nightlight data applied in socioeconomic research [19].
The DMSP annual stable lights from 1992 to 2013 published by the NOAA Earth Obser-
vation Group (EOG) boosted studies that estimated socioeconomic indicators, GDP for
instance, by nighttime luminous data in the last decades. Elvidge et al. [20] examined the
relationship between the area of lighting measured from the DMSP data and country-level
GDP for 200 nations. Doll et al. [7] moved one step further and produced the first-ever
global map of GDP using the total lit area of a country, indicating a high correlation between
nightlights and GDP at the country level. As fine-grained socioeconomic data became
increasingly desirable, the following studies tended to examine the relationship between
nightlight and economic activity degrees at smaller geographic units. Doll et al. [8] success-
fully produced disaggregated maps for 11 European countries along with the United States
at a 5 km spatial resolution using nighttime radiance data and the prevailing land-use data.
There also existed evidence that nightlight could be applied to predict sub-national GDP
or income levels in developing countries such as India [10,11] and China [12,21]. These
studies verified the rationality of considering nighttime lights (provided by the DMSP data)
as a proxy of regional economic activity degrees. However, flaws in DMSP data, including
pervasion blurring, no calibration, coarse spatial and spectral resolution, and inter-satellite
differences [14,22], inflicted inaccuracy and even invalidity upon studies using this data
source, especially for smaller units and lower density areas [23,24]. In comparison, the new-
generation VIIRS data, which became available from 2012 onward, were more pertinent to
the needs of socioeconomic researchers. Empirical results proved that the VIIRS data could
be a promising supplementary source for socioeconomic indicator measures [25–27] and
have better performance than the DMSP data [23,28].

It should be noticed that despite the superiority to DMSP data, estimation at small
geographic units and detection of agricultural activities remained to be challenges for the
utilization of VIIRS data [23,26]. The estimation of county-level GDP in China from night-
light was only affected by the limitation of data sources. To the best of our knowledge, no
studies have ever generated county-level GDP maps covering the whole country. Moreover,
many studies either eliminated the output of primary industry, i.e., agricultural output,
from local GDP [29] or incorporated additional information such as land-use status and
rural population [30]. Data that are both informative for small or low-density regions and
easily accessed are needed.

2.2. Detection of Economic-Related Visual Patterns from Daytime Satellite Imagery via
Deep Learning

Remote sensing data are valuable for economic studies because they provide ac-
cess to information hard to obtain by other means and generally cover broad geographic
areas [6]. Apart from nighttime lights, daytime satellite imagery is another valuable re-
source for socioeconomic research. Compared with relatively low-resolution nightlight
data, daytime images contain much more features and can reveal more detailed topo-
graphic information [6]. Land appearance detection relying on CNN-based architectures
from daytime satellite imagery perform well in locating regions that strongly related to
socioeconomic status [15,31,32]. Engstrom et al. [15] trained CNNs to extract features
concerning buildings, cars, roads, farmlands, and roof materials from high-resolution
daytime images. They fed these features into a simple linear model and explained nearly
sixty percent of both poverty headcount rates and average log consumption at the village
level in Sri Lanka. Abitbol and Karsai [32] applied a CNN model to predict inhabited
tiles’ socioeconomic status and projected the class discriminative activation maps onto the
original images, interpreting the estimation of wealth in terms of urban topology. To date,
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daytime imagery and deep neural networks have been widely applied to predict vari-
ous socioeconomic indicators such as population [33–35], poverty distribution [15,18,36],
and urbanization [6,37]. Despite the convenience and scalability, these studies depend
largely on data-intensive CNNs and require large volumes of ground-truth labels to super-
vise the training process. Han et al. [6] developed a framework for learning generic spatial
representations in a semi-supervised manner. They constructed a small custom dataset in
which daytime satellite images were classified into three urbanization degrees by four an-
notators and applied it to fine-tune the CNN-based classifier pre-trained on ImageNet [38].
The output features can be adopted to predict various socioeconomic indicators, but the
training labels of this method suffered from high expenses and subjective judgments.

2.3. Nightlight as an Intermediate between Economic Indicators and Daytime Satellite Imagery

In many developing countries, reliable sub-regional socioeconomic data are scarce and
expensive, making it difficult for data-intensive neural networks to directly learn relevant
features from informative daytime satellite imagery. Since nightlight data are much more
abundant and commonly correlated with degrees of economic activities, some researchers
began to regard them as a data-rich intermediate between economic indicators and daytime
satellite imagery. Xie et al. [17] proposed a two-step transfer learning framework in which
a fully convolutional CNN model pre-trained on ImageNet [38,39] was tuned to predict
nightlight intensities from daytime images and learn poverty-related features simultane-
ously. They found that the model learned to identify semantically meaningful features such
as urban areas, roads, and farmlands from daytime images without direct supervision of
poverty indices but with only nighttime lights as a proxy. Jean et al. [18] refined this method
by feeding the features learned from raw daytime satellite imagery by the tuned CNN into
ridge regression models to estimate average household wealth in five low-income African
countries. Their research further demonstrated that nightlight data could well serve as
an intermediate between daytime satellite imagery and socioeconomic indicators relying
on deep learning techniques [40]. Follow-up studies showed that the fully convolutional
network, which was tuned to extract high-dimensional features from daytime images
under the supervision of corresponding nightlight intensities, could be substituted for
various architectures [40], including DenseNet [41] and ResNet [42], and this approach also
generalized well to predict poverty-related indices in other countries outside Africa [43].
Nighttime lights also proved useful when there was a lack of ground-truth socioeconomic
data, guiding the CNN-based model to compute economic scores from daytime imagery
in an unsupervised way [18]. Instead of utilizing luminous data as approximate labels
to train neural networks, Yeh et al. [44] trained identical ResNet18 [42] architectures on
daytime and nighttime images, respectively, and then fed the concatenated output features
into a ridge regressor to predict cluster-level asset wealth. Although this approach could
predict economic indicators from remote sensing data in an end-to-end manner, it required
much more efforts processing and matching daytime and nighttime imagery, and would
be unable to generate valid estimations when the ground-truth socioeconomic data are
insufficient for the CNNs to converge.

3. Data

This paper utilizes the following three data sources: daytime satellite imagery, night-
time light maps, and county-level GDP around the Chinese Mainland along with the
corresponding administrative boundaries. All the data sources mentioned above are joined
together to construct a complete dataset. The brief procedures of collecting and matching
data are shown in Figure 1.
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Figure 1. The brief procedures of collecting and matching data. There are three steps. (1) Deter-
mine the interval between adjacent image centers (2 km in this paper) and calculate all the center
coordinates across the Chinese Mainland. (2) Scratch a daytime satellite image covering an area of
1 km2 centered on each coordinate. (3) Select an area of 2.5 km2 centered on each coordinate and sum
up the nighttime light intensities. The sum of nightlight intensities is then classified into 3 degrees,
addressed as nightlight intensity level in this paper. The nightlight intensity level serves as the label
for the daytime satellite image centered on the same coordinate.

3.1. Daytime Satellite Imagery

We scratch daytime satellite images mainly through an API provided by the Planet
satellite. Posting a request consisting of locations and dates in a month-year mode, the API
will return a corresponding image of 256 × 256 pixels. In detail, the specific product we
utilize is PlanetScope Ortho Scene product (PSScene3Band), where the distortions caused
by terrain have been removed.

Each daytime image covers approximately 1 km2 with a 5 m resolution, which gen-
erally enables human activities to be observed. The natural idea is that we traverse the
Chinese Mainland at a 1 km interval so that all the images together can cover the whole
territory. However, such a procedure will result in large amounts of images, leading to
high time cost in scratching images and over-head computation in training models. As a
compromise, we set an interval of 2 km. In this way, the total amount of images is reduced
by 4 times, which will greatly speed up for the whole framework. We collect daytime
satellite images from 2016 to 2020 according to the grid coordinates. Since the Planet
product update image products monthly, the images we scratch are in month granularity
of the middle of the year, mostly in June and July. Several instances of daytime satellite
imagery are shown in Figure 2.

3.2. Nighttime Light Maps

As the pioneer of the nocturnal remote sensing technology, the Earth Observation
Group (EOG) has been collecting nighttime remote sensing data for years, producing
high-quality global nighttime light maps. We utilize the newest V1 annual composites
made with the “vcm” version of the year 2016, which covers the Asian area. In this
version, the influence of stray light has been excluded. Meanwhile, ephemeral lights and
backgrounds (non-lights) are screened out to ensure the ground truth.
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Figure 2. Instances of daytime satellite imagery with different corresponding nightlight intensity
levels in 2016. From top to bottom: images with low-level, medium-level, and high-level nighttime
light intensity.

The nighttime light map is then applied to construct labels for daytime satellite
imagery. For each daytime satellite image in 2016, we delineate a 2.5 km2 area centered
on the same coordinate and sum up nightlight intensities within the area. The areas we
select are slightly larger than daytime images and thus can roughly cover the gaps among
those images. We regard the sum of nightlight intensities within each area as a proxy of
the economic activity degree for the corresponding daytime satellite image. In addition,
we apply the Gaussian mixture model (GMM) to cluster the nighttime light intensities.
The Gaussian mixture model is a probabilistic model for representing normally distributed
subpopulations within an overall population [45]. It is a popular clustering algorithm
considered as an improvement over k-means clustering. With the GMM clustering method,
we divide the nighttime light intensities into three levels: low, medium, and high. Since
the proportion of low-level samples is too high, we drop a few samples with low nightlight
intensity levels to maintain the data balance. The final distribution of nightlight intensity
levels is shown in Table 1.

Table 1. Distribution of nightlight intensity levels.

Level Low Medium High

Percentage(%) 54.17 29.19 16.63

3.3. County-Level GDP and County Boundaries

By default, the word “county” in this paper denotes the second sub-national adminis-
trative unit in China. County-level units can be mainly divided into three types: municipal
districts, counties, county-level cities. Some county-level units, municipal districts for
instance, have merged to form larger administrative regions named cities or prefectures,
while others are governed directly by the first sub-national units in China, i.e., provinces.

Complex administrative hierarchy makes it difficult to collect annual county-level
GDP around the Chinese Mainland from a single publication. This paper sorts to the
China Economic and Social Development Statistics Database provided by China National
Knowledge Infrastructure (CNKI), where over 28,000 statistical yearbooks concerning
different themes released by official statistical institutions at different levels are available.
Most annual county-level GDP data can be fetched from the corresponding Provincial
Statistical Yearbooks, while a few are supplemented by the Municipal Statistical Yearbooks
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and the data retrieval function supported by CNKI. In this paper, the annual county-level
GDP is measured in ten thousand Chinese Yuan.

The geographic boundary information of county-level units around China is gathered
from the National Catalogue Service for Geographic Information (https://www.webmap.
cn, accessec on 14 October 2021). We collected the boundary coordinates of 2900 county-
level administrative units along with county names and the names of the cities or provinces
these counties are governed by. GDP values are attached to geographic information via
names of counties as well as names of the superior administrative units.

In the data matching process, we utilized the geofencing algorithm supported by the
Python package geopandas [46] to compare image coordinates and county boundaries.
Specifically, an image along with its nightlight intensity level will be matched with a county
once its center falls into the target county-level administrative unit. Figure 3 shows this
matching process.

Figure 3. The GDP distribution map of the Chinese Mainland in 2018 (some values along with the
boundaries of county-level units are missing) and an example of matching center coordinates and
county boundaries. Blue crosses denote centre coordinates that fall into the boundary of Liping
County, while red points denote centres that do not.

4. Method

Our target is to predict the annual county-level GDP from daytime satellite imagery
and nightlight intensities. Since county-level units in China vary in shape and size, the cor-
responding amount of satellite images along with nightlight intensity levels are variable.
Therefore, it is necessary to uniform input dimensions before estimating GDP values. In our
model, we first build an attention-augmented feature extractor under the supervision of
paired daytime satellite images and nightlight intensity levels. Given a county i in the
whole county set C along with the corresponding daytime satellite image set Pi that con-
tains ni images, each image such as the j-th image Pj

i in Pi will be passed through a trained
feature extractor to get the economic-related features Fj ∈ Rn, n = 4096, the length of the
output vector in the feature extractor. After dimensional reduction, the representative
statistical characteristics, including mean, variance, correlation, and the number of each
county’s reduced features, are calculated and combined as a fixed-size representation
Ri ∈ Rs where s is the amount of final used variables. Finally, the representation is fed into
a regression model to predict the GDP value at each county.

4.1. Training Feature Extractor via Supervised Learning and Transfer Learning

The attention-based VGG-16 network architecture is utilized to extract features from
satellite imagery. The VGG-16 [47] pre-trained on ImageNet [38] contains five convolu-
tional blocks, and each block consists of a series of convolution layers, pooling layers,

https://www.webmap.cn
https://www.webmap.cn
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and non-linear activation functions. The convolutional blocks are trained to extract and
construct complex features from raw input daytime images. The last two layers of the
network are fully connected layers trained to sort stimuli into 1000 predefined categories
based on features extracted from the preceding structure. This paper classifies nightlight
intensities into three categories, i.e., nightlight intensity levels, and applies them to su-
pervise the training of the extractor. In the last two convolutional blocks of VGG-16, we
insert an attention layer that can re-weight the activation representations. Suppose the
convolutional block of VGG outputs an activation features Mpre ∈ RH,W,C defined as
pre-attention activation, the attention layer A ∈ RC matches it in the channel dimension C
correspondingly. Later, the post-attention activation Mpost ∈ RH,W,C is calculated as the
hadamard product between Mpre and A:

Mi,j,c
post = Ac ×Mi,j,c

pre (1)

where i = 1, ..., H, j = 1, ..., W, c = 1, ..., C.
The post-attention activation modulated by the attention layer maintains the same shape

as the pre-attention activation, and they are then passed into the next block as Figure 4 shows.
We use the Adam optimizer to train the network. The loss function is defined as follows:

L = − ∑
i∈label

ỹi log ŷi (2)

where ỹi denotes the ground-truth class probability (i.e., low level, medium level, and high
level) and ŷi denotes the predicted probability. When the model converges, we remove the
last fully connected layer and utilize the remaining structure to extract features F ∈ Rn

from satellite imagery. n, the length of F, is equal to the length of the output activation
flattened by the last convolutional block in VGG-16.

4.2. Dimension Reduction

Once features have been extracted from each satellite image, we intend to reduce the
dimension of F into a smaller size. Since the number of counties applied in this paper of a
single year is around 2000, and we aim to utilize the statistical characteristics of a county’s
image set to fit GDP values, the dimension is supposed to be less than the number of
counties to avoid overfitting. Therefore, we implemented the principal component analysis
(PCA) [48] to reduce the dimensions of the feature F.

PCA is nonparametric and does not require a parameter tuning process. It applies
orthogonal linear transformations of the original vectors to extract principal components
with the maximum variance. A sufficient number of principal components should explain
most of the variance of the original data and efficiently reducing dimensions. Empirically,
the first six components can explain approximately 80 percent of the variance, and addi-
tional gains will rapidly become marginal. This paper considers up to the first 25 principal
components in the dimension reduction process, i.e., k (3 ≤ k ≤ 25).

4.3. Statistical Characteristics

To address the varying number of daytime images along with nightlight intensity
levels belonging to a county, we calculate the statistical characteristics of each image set.
In this way, each county has a fixed-sized representation. Following the approach of [18], we
consider the following base statistical characteristics: (1) sample amount n, i.e., the number
of satellite images within a county; (2) the sample mean µ; (3) the standard deviation σ; and
(4) Pearson’s correlation of the reduced features ρ. These four statistical characteristics are
fundamental statistics that can capture the vital traits of an image set. Concretely speaking,
these descriptive statistical characteristics represent a sample set through central tendency
(the sample mean), dispersion (the standard deviation), association (the correlation), and
volume (the sample size). To enrich the independent variable, we apply the feature
interaction process in which the interactions and polynomial combinations of features are
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added. Therefore, the augmented search space can be considered. Finally, for each county
i, we obtain a representation Ri of the same length s. The representation is later fed into a
regressor to estimate the target county-level GDP.

Figure 4. The structure of our method. Our method operates in three steps. (1) An attention-
augmented VGG-16 network pre-trained on ImageNet [38] is tuned to predict nighttime light intensity
levels from daytime satellite images. The middle blocks of the network are taken out as the feature
extractor after transfer learning (the pre-trained VGG-16 network) and supervised training (nightlight
intensity degrees as a proxy of socioeconomic indicators). (2) Reduce the dimensions of output
features via PCA. (3) Calculate the embedded spatial statistical characteristics and apply regression
models to predict the logarithm of county-level GDP.

5. Experimental Results
5.1. Performance Evaluation

In this study, the experiment was conducted in the environment of Public Computing
Cloud, Renmin University of China.We applied several methods to evaluate the model
performance. Unanimously, we take the data of 2017 as the training set and the data
of 2018 as the testing set. K-fold cross-validation is utilized to determine the optimal
hyperparameters for PCA and the regression process. The nightlight method takes the
sum of nightlight intensities of each county as the independent variable and applies it
to predict the corresponding county-level GDP directly via a regressor. The no-proxy
method utilizes the same VGG-16 architecture as the feature extractor in the proposed
framework but only pre-trains it on the ImageNet. The VAE (variational auto-encoder)
method plays the role of feature extractor in our model. A variational auto-encoder [49] is
an unsupervised deep learning algorithm that aims to learn a compressed representation
of the input data and recover, limiting the hidden layer’s scale. The VGG-A denotes our
proposed model, which features the attention-augmented VGG network.

As Table 2 shows, VGG-A (our proposed framework) outperforms all the other meth-
ods with an R-squared of 0.71. The satellite imagery does provide abundant features for
predicting GDP since the R-squared of only using nightlight intensities is 0.36. Moreover,
due to increased predicting quality against no-proxy (0.22) and VAE (0.45), we suggest that
using nighttime light as a proxy helps extract more economic-related features.
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Table 2. Results of different methods. The county-level GDP for training and testing is logarithmically
transformed since they are approximately log-normal.

Method Nightlight No-Proxy VAE VGG-A

R-squared 0.36 0.22 0.45 0.71

Figure 5 presents the prediction error map of county-level GDP of 2018 in China. The
degree of the color reflects the value of the prediction error. Red denotes overestimation,
while blue denotes underestimation. According to the prediction error map, we find that
estimations of larger counties tend to be more accurate than those of smaller counties.
A good reason is that larger counties usually contain more satellite image instances so that
the corresponding statistical characteristics are more representative. Another finding is
that the proposed framework seems to overpredict in the poorer areas and underpredict
in richer areas. In the error map, southeastern coastal areas, the most advanced regions
in China, are colored blue, while the middle of China, the less advanced regions, are
colored red.

Figure 5. The prediction error map of county-level GDP in 2018. White areas among the map
represent regions where data are missing. Due to the large area of the Chinese Mainland, there
are a few regions where images are either missing or of poor quality (Hainan Island for instance).
Nevertheless, the number of counties covered by the images we gained is enough for this study.

5.2. Ablation Study

To ensure the effectiveness of different modules within our method, we conduct a
few ablation experiments. VGG uses only the VGG-16 network, dislodging the attention
layer. µ, σ, ρ, and n denote methods that remove the sample mean, standard deviation,
the Pearson’s correlation, and sample size from statistical characteristics, respectively.

According to the results shown in Table 3, the insertion of the attention layer effec-
tively improves the R-squared score by 0.02. Meanwhile, any removal of the statistical
characteristics decreases the final performance evidently, indicating that each of them
makes a meaningful contribution.

Table 3. Results of ablation study.

Method VGG-A VGG µ σ ρ n

R-squared 0.71 0.69 0.65 0.67 0.67 0.68

5.3. Comparison of Regression Methods

We fed the embedded statistics into different regression models and determined the
most suitable method in this case. Figure 6 reports the experimental results measured by
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R-squared. It can be concluded that, in general, random forest and the Xgboost algorithm
with a tree kernel (gbtree) perform the best, and that results of gbtree are more stable
than those of random forest. The feature interaction process, i.e., construction of extra
features, has little influence on these two methods’ performances, probably because random
forest and gbtree elect only the most essential features to predict dependent variables.
Ridge regression achieves satisfactory results when the original embedded statistics are
independent variables, while feature interaction enhances the performance of the Xgboost
algorithm with a linear kernel (gblinear). Meanwhile, we find that although feature
interaction may enable linear-based models to achieve better results, performances of these
models decline rapidly when the dimension of PCA increases.

Figure 6. Results of different regression methods measured by R-squared.

5.4. Gradient Visualization

To explore what our feature extractor focuses on, we conduct gradient visualization
with guided back-propagation applied in [50]. The guided back-propagation method
computes the gradient of the target output (nightlight intensity level in our case) concerning
the input. Gradients of ReLU functions are overridden so that only non-negative gradients
are back-propagated, which is a widely used method in interpreting convolution neural
networks. Based on Figure 7, we can observe the highlighted areas of buildings and the
contours of roads in the gradient map, which accords with the perception that a more
developed county tends to have denser buildings and advanced transportation systems.
It also confirms the validity of using nighttime light intensities as a proxy for economic
development levels.

Figure 7. Gradient visualization with guided backpropagation of VGG-A. The first row shows the
input satellite imagery samples and the second row shows the corresponding visualization results.
Larger gradient values result in higher brightness in the results.
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6. Conclusions

This study considered nightlight maps as a proxy of socioeconomic indicators, con-
structing labels concerning nightlight intensity levels for daytime satellite imagery and
training attention-augmented VGG-16 network as a feature extractor. The fixed-length
county-level representation was calculated as each county’s statistical characteristics, which
were later fed into a simple regressor to predict GDP. Our method yielded a satisfactory
performance with an R-squared of 0.71.

Our methods are explainable both quantitatively and qualitatively. The model trained
on data from 2017 could achieve relatively high scores in predicting county-level GDP
values of 2018. On the other hand, the gradient visualization indicated that the CNN-based
classifier performed well in detecting visual patterns that were thought to be closely related
to economic development degrees, such as roads and buildings.

Experimental studies confirmed the learning abilities of the VGG structures in our
framework. Values of R-squared gradually became stable when the dimension of PCA
reduction was greater than 15. The feature interaction process did not contribute much to
prediction accuracy, indicating that features learned by the VGG structure were power-
fully informative.

This paper contributed to modifying methods that applied remote sensing data in the
estimation of socioeconomic indicators. Compared with Jean’s method [18], our framework
is both more applicable to county-level GDP estimation in China and more generalizable.
First, Jean’s method was point-to-point, while ours was capable of district-to-point esti-
mation. Concretely speaking, there was a one-to-one relationship between ground-truth
data (household wealth) and remote sensing data (paired daytime image and nightlight
intensity) in Jean’s method. Consequently, Jean’s method required large volumes of ground-
truth socioeconomic data, and the corresponding relationship between socioeconomic data
and remote sensing data was strictly constrained. In contrast, thanks to the process of
representative statistics calculation, our method could handle the case that a single socioe-
conomic indicator (or administrative unit) corresponded with variable number of daytime
images along with nightlight intensities. Therefore, our method required relatively less
ground-truth data and could be applied to estimate socioeconomic indicators at administra-
tive units of variable sizes. Second, since our method enabled all the daytime images and
nighttime light intensities belonging to an administrative unit to be used, the estimations
were more robust against noise and missing data. Third, the CNN-based classifier in our
method was incorporated with the attention mechanism. We successfully augmented the
model performance from an R-squared of 0.69 to an R-squared of 0.71 via this module.

Our method still has several limitations. First, missing images degraded model
performance, making it unable to learn broad principles around China. Second, while
economic development is a continuous process, we applied models trained on data from
the previous year to directly predict the next year’s GDP values, leaving the underlying
evolution out of consideration. Third, all the images were fed into the same model and, thus,
failed to incorporate regional differences.

To the best of our knowledge, there is no previous study that has succeeded in
estimating county-level GDP around the Chinese Mainland utilizing daytime and nighttime
remote sensing data. This paper filled in this gap, indicating the possibility of convenient
socioeconomic data-collecting methods relying on deep learning techniques and remote
sensing data. The framework proposed by this paper is still coarse. Nevertheless, it will be
fruitful to analyze current experimental results and augment model performance. On the
one hand, more accurate estimations are more helpful. On the other hand, research on
China, where social development degrees of disparate sub-national regions are measured
by the same national economic accounting system, will shed light on the principles of
applying remote sensing data in socioeconomic studies.
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